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verview

1.
taste

ofreal-tim
e

scheduling
theory

2.
a

research
process

�

w
here

an
idea

com
es

from

�

w
hy

doing
research

in
”backw

aters”
m

ay
low

er
stress

�

w
hatto

do
w

hen
som

ebody
else

”scoops”
you

�

how
to

publish

�

w
hatto

expectfrom
referees

3.
a

recentresearch
resultofm

ine

4.
w

hatIhope
to

do
w

ith
the

idea
next
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d
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�
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T
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w
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�
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B
ackg

ro
u

n
d
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L

iu
&

L
aylan

d
E

D
F

U
tilizatio

n
B

o
u

n
d

T
h

eo
rem

A
setof n

independentperiodic
tasks

is
schedulable

by
preem

ptive
E

D
F

scheduling
on

one
processor

if
n∑i �

1

cid
i �

1

Q
:H

ow
does

this
generalize

for
m

processors?
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C
o

n
seq

u
en

ces

T
his

exam
ple,

w
hich

show
s

w
orst-case

achievable
processor

utilization
can

be
as

bad
as

1
(com

pared
to

idealvalue
of m

).

E
verybody

says
E

D
F

scheduling
is

no
good

for
m

ultiprocessors.

E
verybody

assum
es

tasks
m

ustbe
bound

to
processors

in
a

static
(ornearly

static)

w
ay,and

single-processor
scheduling

applied
to

each
processor.

P
apers

are
w

ritten
on

how
to

partition
tasks

betw
een

processors,
a

bin
packing

problem
.
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1990:
M

y
C

o
n

jectu
re

Ifw
e

have
an

upper
bound

on
individualtask

utilizations
w

e
have

a
low

er
bound

on

the
w

orst-case
achievable

utilization.

Looking
atthe

exam
ple,the

w
orst-case

achieveable
utilization

w
ith

E
D

F
seem

s
to

be
close

to
m

� 1

�

λ

�

w
here

lam
bd

a

�

m
ax

ni �
1

ciT
i .



Years
G

o
B

y

I
talk

to
LuiS

ha
(then

C
M

U
/S

E
I

and
now

U
IU

C
)

about
the

idea.
H

e
doesn’t

seem

to
understand

w
hatIam

talking
aboutenough

pick
up

on
it.

Iam
stillconvinced

itshould
notbe

too
hard

to
prove

som
ething

here.

Isuggestto
three

differentP
h.D

.students
thatthey

w
ork

on
the

problem
.

T
hey

get

now
here.



2003:
R

evisitin
g

th
e

P
ro

b
lem

N
o

longer
departm

ent
chair,

w
ith

no
current

P
h.D

.
students,

I
decide

to
w

ork
out

the
resultm

yself.
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T
h

e
F

in
alR

esu
lt

T
h

eo
rem

(E
D

F
schedulability

test)
A

setofperiodic
tasks

τ1

� ���� τn
is

schedulable

on
m

processors
using

preem
ptive

E
D

F
scheduling

if,for
every

task
τk ,

n∑i �

1 m
in

� 1
� β

i
� �

m

� 1

�

ckd
k

�
�

ckd
k

w
here

β
is

as
defined

in
the

Lem
m

a
above.
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N

ice
C

o
ro

llary

C
o

ro
llary

A
set

of
periodic

tasks
τ1

� ���� τn ,
all

w
ith

deadline
equal

to
period,

is

guaranteed
to

be
schedulable

on
m

processors
using

preem
ptive

E
D

F
scheduling

if
n∑i �

1

ciT
i �

m
� 1

�

λ

�
�

λ



H
o

w
Iw

as
“S

co
o

p
ed

”

A
periodic

task
set

� τ1
� τ2
� ���τn

�

is
lighton

m
processors

if:

1.
∑

ni �

1
ciT

i �

m
2

2m �

1
2.

ciT
i �

m
2m �

1 ,for1�

i�

n.

T
h

eo
rem

(S
rinivasan,

B
aruah[4])

A
ny

periodic
task

system
that

is
light

on
m

pro-

cessors
is

scheduled
to

m
eetalldeadlines

on
m

processors
by

E
D

F.
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h
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h
t

Iw
as

ab
le

to
S

alvag
e

�

new
prooftechnique

�

pre-period
deadlines

�

m
ore

generalutilization
bound

test:
m

2

2m �

1
is

justa
specialcase

ofm

� 1

�

λ

�
�

λ

�

proofthatthe
utlization

bound
is

tight
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eco
n
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S
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o

p

T
h

eo
rem

(G
oossens,

F
unk,

B
aruah[3])

A
set

of
periodic

tasks
τ1

� ���� τn ,
allw

ith

deadline
equalto

period,
is

guaranteed
to

be
schedulable

on
m

processors
using

preem
ptive

E
D

F
scheduling

if

n∑i �

1

ciT
i �

m

� 1

�

λ

�
�

λ

w
here

λ

�

m
ax

� ci� T
i

�

i

�

1

� ���� n

� .

T
hey

also
provided

a
proof(like

m
ine)

thatthis
resultis

“tight”.



W
h

at
Iw

as
ab

le
to

S
alvag

e

�

pre-period
deadlines

�

new
prooftechnique

�

decided
to

m
erge

fixed-priority
results

into
sam

e
paper



W
h

at
R

eferee
1

S
aid

“...A
lthough

the
paper

has
som

e
contributions

to
be

presented
..

the
topic

and

m
otivation

is
notthatexciting.

...”

C
onsequence

ofbeing
scooped.



W
h

at
R

eferee
1

S
aid

“Q
uantitative

justification
of

the
proposed

analysis
is

required.
...

m
ore

generalin

the
sense

thatit
can

handle
preperiod

deadlines.
...

w
e

can
sim

ply
...

change
the

originalexecution
tim

e
C

to
C

+
(P

-D
)

to
assure

P
-D

(D
is

the
preperiod

deadline)

earlier
com

pletion
prior

to
the

period
P.

O
bviously,

this
sim

ple
m

odification
of

the

previous
analysis

m
ay

be
m

uch
less

accurate
than

the
proposed

analysis.
H

ow
-

ever,how
m

uch
accuracy

im
provem

entcan
be

achieved
by

the
proposed

analysis

is
questionable....”

T
here

is
an

im
provem

ent,butto
show

itis
a

good
idea

for
m

ore
research.

O
ne

w
ay

to
do

this
is

via
sim

ulation
on

a
large

random
ly

chosen
collection

oftask
sets.



W
h

at
R

eferee
1

S
aid

“...
for

som
e

im
portant

theorem
s,

only
sketch

of
proof

is
given

referring
their

tw
o

technicalreports.
T

his
m

akes
readers

hard
to

follow
the

theorem
s

...”

You
can’t

w
in

on
this,

given
the

20-page
lim

it
for

papers.
P

utting
in

m
ore

proofs

m
eans

less
results,and

m
aybe

an
even

less
exciting

paper.



W
h

at
R

eferee
2

S
aid

“...G
iven

the
originality

of
this

w
ork,

I
strongly

recom
m

end
that

this
paper

be
ac-

cepted.
...”



W
h

at
R

eferee
3

S
aid

“...
T

he
paper

is
w

ellw
ritten,and

the
results

are
oftheoreticalinterest.

...”



W
h

at
R

eferee
3

S
aid

“...
practical

usage
...

is
lim

ited
...

unrealistic
system

m
odel

...
scalability

and

processor
cache

considerations
...

m
odern

operating
system

s
use

a
priority

queue

per
processor

...
schedule

the
task

on
the

processor
w

here
its

previous
instance

executed
...

not
...

the
processor

that
is

executing
the

low
est

priority
task

...
...

introduces
a

form
of

priority
inversion

w
hen

tasks
are

dynam
ically

dispatched
...

challenging
to

dynam
ically

schedule
tasks

in
a

m
ultiprocessor

in
consistentpriority

order
...

m
any

other
factors

m
ake

the
assum

ption
ofperfectpreem

ption
invalid.”

A
valid

question.
T

his
is

som
ething

w
e

need
to

look
into

further.
C

learly,there
are

trade-offs
involved.



W
h

at
R

eferee
3

S
aid

“...A
re

the
bounds

tight,
in

the
sense

that
Liu

and
Layland

bound
is,

w
hile

m
any

subsequentschedulability
are

not?
S

om
e

statem
enton

tightness
ofthe

bounds
is

needed.”

W
e

actually
answ

ered
in

the
paper,

but
since

it
w

as
just

a
few

senteces
and

a

reference
to

the
people

w
ho

”scooped”
m

e,the
review

erd
m

issed
it.



W
h

at
R

eferee
3

S
aid

“...Lem
m

a
9

is
obvious.

T
he

proofobscures
the

result...”

You
can’t

please
everybody

on
this

kind
of

issue.
R

eferee
1

w
anted

m
ore

details

on
proofs.



W
h

at
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o
p

e
to

D
o

N
ext

�

Try
to

resolve
R

eferee
1’s

issue
abouthow

m
uch

is
gained,and

how
often,by

the
tighter

preperiod
deadline

schedulability
test

�

Try
to

resolve
R

eferee
3’s

issue
about

fixed
vs.

dyam
ic

binding
of

tasks
to

processors

1.
sim

ulate

2.
im

plem
entand

test,to
determ

ine
realsw

itching
overheads

3.
distribute

im
plem

entation

�

E
xtend

analysis
to

include
blocking

for
m

utexes

�

R
evisitaperiodic

server
scheduling

algorithm
s,in

the
M

P
context



T
h

e
R

easo
n

in
g

D
efi

n
itio

n
T

he
dem

and
of

a
tim

e
intervalis

the
totalam

ount
of

com
putation

that

w
ould

need
to

be
com

pleted
w

ithin
the

w
indow

for
allthe

deadlines
w

ithin
the

inter-

valto
be

m
et.

D
efi

n
itio

n
T

he
load

ofan
interval

� t� t

�

∆

�

is
W

� ∆
,w

here
W

is
the

dem
and

ofthe

interval.

If
w

e
can

find
a

low
er

bound
on

the
load

of
a

problem
w

indow
that

is
necessary

for
a

job
to

m
iss

its
deadline,

and
w

e
can

show
that

a
given

set
of

tasks
could

not

possibly
generate

so
m

uch
load

in
the

problem
w

indow
,

thatw
ould

be
sufficientto

serve
as

a
schedulability

condition.
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−
x)

x

m
isses deadline

is released

S
ince

the
problem

job
m

isses
its

deadline,the
sum

ofthe
lengths

ofall

the
tim

e
intervals

in
w

hich
the

problem
job

does
notexecute

m
ustexceed

its
slack

tim
e, d

k

�

ck .
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B
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u
n

d
o

n
L

o
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L
em

m
a(low

er
bound
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load)

If W

� d
k

is
the

load
of

the
interval

� t� t

�

d
k

� ,
w

here

t

�

d
k

is
a

m
issed

deadline
ofτk ,then

Wd
k �

m
� 1

�

ckd
k

�
�

ckd
k



A
n

alysis
o

f
M

axim
u

m
L

o
ad

i
T

i
T

c
i

c
i

i
T

t +
 ∆

c
i

i
d

i
d

head
t’

t
tail

body

δ
ε

φ
. . .

. . .



C
arried

-in
L

o
ad

D
efi

n
itio

n
T
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carry-in

of τi attim
e

t
is

the
residualcom

pute
tim

e
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lastjob
of

task
τi released

before
t,ifany,and

is
denoted

by
the

sym
bolε.

c
i

t’
t +

all m
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m

ε
y

x

φ
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m
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F
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any

busy
w

indow

� t� t

�

∆

�

of
task

τk
(i.e.,

the
m

axi-

m
alλ

-busy
dow

nw
ard

extension
of

a
problem

w
indow

)
and

any
task

τi ,
the

E
D

F

dem
and

W
i ofτi in

the
busy

w
indow

is
no

greater
than

nci �

m
ax

� 0

� ci

�

φλ

�

w
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φ

�
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∆
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1
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d
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�
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